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ABSTRACT

The coherent organisation of thematic material into large-scale structures within a composition is an
important concept in both traditional and cognitive theories of music. However, empirical evidence
supporting their perception is scarce. Providing a more nuanced approach, this paper introduces a
computational model of hypothesised cognitive mechanisms underlying perception of large-scale
thematic structure. Repetition detection based on statistical learning forms the model’s founda-
tion, hypothesising that predictability arising from repetition creates perceived thematic coherence.
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Measures are produced that characterise structural properties of a corpus of 623 monophonic com-
positions. Exploratory analysis reveals the extent to which these measures vary systematically and

independently.

1. Introduction

Repetition and structure - the two are intrinsically
linked in music; the idea that, through repetition and
variation of material, large-scale structures can be cre-
ated has a long history in music theory (Epstein, 1980;
Meyer, 1989). The basic building blocks of this repeated
material are small salient landmarks — or motifs — the
combination and variation of which create thematic
development. The motivic structuring of music in this
way is certainly no recent idea; the concept of the motif
as the building block of a work can be found in many
manuals of composition (even as early as Galeazzi, 2012).
Through such inclusion of repeated motifs, sections of a
composition are explicitly linked and a coherent sense
of large-scale unity can be achieved across the work.
It is also consistent with the implications of cognitively
informed models of music, such as the hierarchical struc-
tures of Lerdahl & Jackendoff’s (1983)Generative Theory
of Tonal Music.!

Large-scale structure — the global organisation of a
work’s material - encompasses several different concepts.
First, a distinction can be made between thematic and
tonal structures, the first concerning the structuring of
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repeated musical material, the second the hierarchical
organisation of harmonies relating to key. The effects of
large-scale structures over a composition can be sum-
marised by the term coherence - the extent to which all
elements of a piece can be considered to form a uni-
fied whole - the perception of which, on the part of
a listener, requires that a work’s material is sufficiently
closely related to be experienced as belonging to the same
entity.2 For both thematic and tonal structures, repetition
of material plausibly leads to an increase in its perceived
salience and a greater sense of coherence. It is large-
scale thematic structural coherence with which we are
concerned here.

Repetition seems very likely to play an important role
in the perception of large-scale thematic structure but has
received relatively little attention in empirical research on
music perception, with effects that have been reported
being rather weak (as reviewed below). In part, this
may reflect the lack of a formalised model characterising
the cognitive processes involved in perceiving large-scale
thematic structure. The present paper presents an ini-
tial outline of such a formalised model. The model is
based on statistical learning and probabilistic prediction,

@ Supplemental data for this article can be accessed here. https://doi.org/10.1080/09298215.2021.1930062

' The Generative Theory of Tonal Music's Time-Span Reduction Preference Rule
of parallelism (TSRPR 4) - to assign parallel heads in the hierarchy to time
spans if their material is similar — when applied on the scale of a complete
composition, gives some account of large-scale structure created through
repetition.

© 2021 The Author(s). Published by Informa UK Limited, trading as Taylor & Francis Group

2 Form, from music theory, is a specific manifestation of large structure, often
implying a relationship between the construction of a work and certain
stylistic thematic and tonal conventions — such as in sonata form (Whit-
tall, 2001).
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since repetition plays to the strengths of such accounts
of music perception. Motivic salience and repetition can
be understood in terms of the positive effect they have
on predictions made by a listener as a piece progresses,
their development can be viewed as variation according
to learned regularities, based either on intra-opus the-
matic or extra-opus stylistic models. Repetition allows us
to create a probabilistic model of the cognitive mecha-
nisms that can be hypothesised to underlie the perception
of large-scale thematic structure.

The goal of the present research is to understand
the perception of thematic coherence by breaking-
down the overall process into its component parts; to
logically sequence how this process may function in
cognition - and, equally importantly, where it fails, lead-
ing to the weak results of past behavioural studies (as
reviewed below). For this to be fulfilled, a corpus of
Western art music is curated and a model of large-
scale thematic structure in music is developed based
on the Information Dynamics of Music (IDyOM) frame-
work (Pearce, 2005, 2018). This model uses repetition-
based hypotheses about perception of large-scale the-
matic structure to develop a set of fundamental compo-
nents along which thematic structure may be measured,
as dictated by the theory, and seeks to demonstrate that
these components vary systematically when applied to
the corpus, reflecting the inherent variation in thematic
structure within the corpus itself.

The paper is organised as follows. First, past empirical
work investigating the perception of large-scale thematic
structure, repetition and similarity is reviewed in Sec-
tions 1.1 and 1.2, and an outline of the IDyOM modelling
framework is given in Section 1.3. Second, the corpus
to which the model is applied is described in Section 2.
Third, in Section 3, the structure of the present model is
introduced in detail. Forth, in Section 4, an exploratory
analysis of the model’s output components, when applied
to the corpus, is detailed and the model’s effectiveness
discussed. Finally, the limitations that exist within the
current model, and areas of future work needed to empir-
ically validate it, are discussed in Section 5.

1.1. Large-scale thematic structure

It is through the invocation of concepts of overall struc-
tural coherence or sense of unity, both by theorists and
in behavioural studies, that a work’s large-scale struc-
ture is often summarised and judged; such that a work’s
coherence arises from an affinity between all its material,
creating a unified entity. Thus far, research attempting to
assess listeners’ perception of large-scale thematic struc-
ture has tended to approach the matter by disrupting a
work’s global thematic organisation, reordering sections
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or performing manipulative interventions. Whether it
is through rearranging movements or variations® to
disrupt cyclic forms in Konecni (1984) and Gotlieb
and Kone¢ni (1985), or by shuffling the order of a move-
ment’s internal divisions in Karno and Kone¢ni (1992)
and Tillmann and Bigand (1996), these paradigms have
reported little or no preference for the original version.
Although, in many cases, lack of significance may be
attributed to a combination of small sample sizes test-
ing for what may be quite a weak effect. Furthermore, we
cannot know whether the original versions were actually
more coherent than the manipulated versions. Similar
criticisms of Cook (1987) made by Gjerdingen (1999)
identify many such methodological shortcomings in the
case of tonal coherence.

To introduce more comprehensive disruptions, Tan
and Spackman (2005) compared original works to pieces
created from three sections of different works and pieces
of just one section of a work repeated three times; some
sensitivity to general repetition was found, as well as
significant differences in perceived ‘unity’ between ver-
sions. Relatedly, Eitan and Granot (2008) used stimuli
exchanged between corresponding sonata form sections
of the opening movements of two Mozart piano sonatas.
The new and original versions were rated for perceived
coherence and preference between versions - whether
‘the version is a masterpiece’ (Eitan & Granot, 2008,
p. 405). The original versions were not significantly
preferred over the new versions, nor considered more
coherent.

The lack of empirical evidence for the ability of lis-
teners to perceive structural coherence on this scale may
indicate that the kind of experimental paradigm used up
to this point is unable to uncover effects of large-scale
coherence. In part, this may reflect the relatively small
sample sizes that have plagued many studies. But there
is also the additional problematic assumption in many
of these studies that the original ordering of the piece
is indeed the absolute best possible in terms of coher-
ence; that the composer is infallible and lack of preference
for the original equates to no preference for large-scale
structure at all. These issues may account for the failure
of listeners to distinguish modified and original musi-
cal structures; the resulting differences in coherence may
be too subtle to give a large enough effect for the sam-
ples sizes used. Similar problems can also be found in

3 Whether or not these movements can be expected to contain thematically
linking material is debatable. It should be noted that Bach’s Goldberg Varia-
tions — used here - differ significantly to the later ideas of classical or romantic
‘theme and variations’ form. The concept of a theme reoccurring and being
constantly developed in each subsequent variation does not really exist
here in the same way, allowing individual variations to be self-contained in
themselves — as argued by Batt (1987) in his criticism of the studies.
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the application of this paradigm to the perception of song
form in popular music (Rolison & Edworthy, 2012).

Two linked studies by Granot and Jacoby (2011, 2012)
employ a new paradigm to try and answer these questions
of structural coherence, also removing the focus on the
composer’s original compositional decisions. The task
takes the form of a musical puzzle - disordered sections
from a work (Mozart piano sonata first movement (Gra-
not & Jacoby, 2011), and Haydn sonata first movement
(Granot & Jacoby, 2012)) are presented to participants
tasked with creating a coherent whole. The analysis of
the participants’ ordering is not focused on their rela-
tion to the original, instead seeking patterns between
participants. The approach of Granot and Jacoby (2011)
yields encouraging implications for listeners abilities to
perceive large-scale structure, and the importance of
thematic considerations; results indicated sensitivity to
(form-like) structure, grouping and placement of devel-
opmental material, and placement of opening and closing
gestures. Distance score measures applied between par-
ticipants reveal some sensitivity to ‘directionality’; there
was agreement as to the relative positioning of sections,
even if not in the exact order.

The outcomes of this body of research - in many
cases inconclusive - should, at the very least, advocate
an approach that can account for a more detailed under-
standing of the psychological mechanisms involved in
the perception of thematic structure. Existing work has
operated, on the whole, either in response to music the-
oretic concepts of form, or without any prior theoretical
assumptions as to the disruption of large-scale structure.
There exists no comprehensive psychological model of
thematic coherence that could provide specific hypothe-
ses for a phenomenon that assumes great importance in
music theory and yet has turned out to be quite evasive
in empirical research. It is the purpose of the present
research to embark on the specification of such a model.

1.2. Repetition and similarity

The hypotheses directing this model are reliant on the
ability of listeners to perceive intra-opus repetition of
material, and to judge the similarity between such repe-
titions. The past literature examining these topics, there-
fore, provides some important insight for the formation
of this model.

A large amount of the research on repetition has
been reviewed in Margulis (2014). In particular, Mar-
gulis (2012) asked participants to identify repetitions
within short musical stimuli. The results indicated that
not all types of repeat were valued equally, especially
in regard to unit length; firstly, repetition within-phrase
was more noticeable than that between-phrase (as might

be expected), and, secondly, repetition was more notice-
able for complete phrases, rather than fragments. For the
excerpts used in Margulis’s study, repetition detection
was found to be optimal for units of about six seconds.
It was also found that extra exposures facilitated better
repetition detection for longer units; conversely, how-
ever, detection for shorter units became impaired. These
additional exposures have the effect of shifting atten-
tion towards larger time spans, possibly indicating how a
motif is established by frequent repetition over short time
periods. After the initial exposure, the motif no longer
needs to be repeated on such a small scale.

Similarity and categorisation in the music percep-
tion literature encompass a vast field, and one that has
indispensable elements when considering repetition and
structure. Similarity can help to explain how thematic
repetitions can be subjected to variation yet still retain
their connection to an original thematic idea. Stud-
ies of similarity are wide-ranging and, in some cases,
quite disparate. This may partly be due to the highly
context-specific nature of similarity in music, particularly
when judging similarity between material arising from
the same work. However, several offerings to similarity
research provide noteworthy perspectives on thematic
repetition and structure.

The role of similarity in music has been covered in
great detail by Deliege (2007), who drew conclusions
from research conducted during development of her Cue
Abstraction model. Deliége argued that implicit internal
similarity contributes to a large range of musical proper-
ties, not least the unity or coherence of musical works.
Lamont and Dibben (2001) investigated ratings of sim-
ilarity between pairs of extracts taken from two piano
works by Beethoven and Schoenberg. Similarity ratings
were found to be primarily based on surface-level features
- such as dynamics, articulation, texture and contour —
rather than on any deeper features indicating motivic
relations. However, they acknowledged that this result
may be due to lack of exposure to repetition; with more
repetition, affording more thematic coherence and devel-
opment, valuable contexts for judging similarity may be
learned.

Counter to the results produced for Lamont and
Dibben (2001), Ziv and Eitan (2007) applied a new task
to the same stimuli. Participants categorised extracts
as belonging to one of two principal themes identified
for each work, additionally taking independent ratings
of the extent to which the extract belonged to either
chosen theme. By comparing listeners’ categorisations
to published musicological thematic analyses, those for
excerpts from the Beethoven work concurred signifi-
cantly, whereas those for Schoenberg did not. The results
of this study indicate an ability of listeners to perceive



similarity between the elements of a single composition
and, furthermore, highlight the role of musical themes in
allowing listeners to perform categorisations of material
with a high level of accuracy.

This research suggests, firstly, that listeners are able to
perceive repetitions and similarity within compositions -
properties that are vital to the model - and, furthermore,
that this perception of similarity can contribute to the
categorisation of material according to different thematic
groups.

1.3. IDyOM

Cognitive modelling of thematic coherence in real music
provides advantages over the stimulus manipulations
used in existing experimental work. We can avoid mak-
ing interventions in a work’s structure — decisions that
have to be motivated by some prior knowledge or expec-
tation about the functioning of form — and pieces are used
in their original entity, greatly aiding ecological validity.
In modelling large-scale thematic structure, it is possi-
ble to propose explicitly and test multiple hypothesised
cognitive mechanisms, rather than trying to interpret the
implications of one or more experimental manipulations
for underlying cognitive mechanisms.

A probabilistic interpretation of music, founded in sta-
tistical learning, lends itself particularly well to this task.
Using such a conception, we can construct a model of
large-scale thematic structure from small base-units of
repetition. Repetition can function as it does in practice,
allowing for the inclusion of variation and embellish-
ment. Employing statistical learning in this way also pro-
vides a fruitful way of operationalising perceived coher-
ence or unity — high intra-opus predictability would
indicate greater internal coherence.

The basis of the present model’s implementation is
the Information Dynamics of Music, or IDyOM model
(Pearce, 2005, 2018). IDyOM estimates how predictable
each note-event in a musical sequence is, based on the
number of times the event has followed the preceding
context in the prior experience of the model. Depend-
ing on the configuration, IDyOM learns from a corpus
of works, storing the statistical regularities of the corpus’
style in a long-term model (LTM), or dynamically within
an individual piece of music, storing intra-opus structure
in a short-term model (STM), or both of these. The con-
texts used for prediction have no fixed maximum length,
with the model smoothing together the predictions from
contexts of different lengths. Given the conditional prob-
ability distribution returned for each note-event, infor-
mation content (IC, the negative log probability) provides
a measure of unpredictability — the unexpectedness of the

JOURNAL OF NEW MUSIC RESEARCH (&) 223

note that actually occurs, given the context and the prior
experience of the model. Low IC indicates a predictable
event — one where much of the information provided is
redundant — whereas high IC indicates an unexpected
event.

IDyOM takes as its input musical sequences - here,
monophonic melodies are used. Through its imple-
mentation of a multiple-viewpoint framework (Conklin
& Witten, 1995), IDyOM has the ability to generate prob-
abilities based on different representations of the musical
surface. For example, viewpoints allow the representa-
tion and prediction of pitch structure in music, not only
by absolute pitch, but also by interval, scale degree or
contour, and the prediction of temporal structures.

IDyOM has been evaluated empirically and with
success as a cognitive model of perceptual expecta-
tion and uncertainty (Egermann et al., 2013; Hansen
& Pearce, 2014; Hansen et al., 2016; Omigie et al., 2012,
2013; Pearce, 2005; Pearce, Ruiz et al., 2010; Sauvé
et al,, 2018), boundary perception (Pearce, Miillensiefen
et al,, 2010), metre induction (van der Weij et al., 2017),
similarity (Pearce & Miillensiefen, 2017), memory (Agres
et al,, 2018), emotional response (Egermann et al., 2013;
Gingras et al., 2016) and aesthetic experience (Cheung
et al., 2019; Gold et al., 2019).

While the hypotheses underlying the present approach
are sufficiently generalisable that any statistical predic-
tive framework for symbolic music could be applied,
IDyOM provides certain features that make it particu-
larly advantageous. Firstly, the ability to configure sepa-
rately an LTM, trained on the entire corpus, and STM,
constructed only for an individual composition, allow
a distinction to be made between predictions deriving
from inter-opus stylistic (including tonal) knowledge,
and predictions based on thematic structure within a
work. Secondly, the dynamic nature of IDyOM provides
a real-time model of music listening - all predictions are
made sequentially as a work progresses — that can be
used to simulate online continuous perception of music;
a feature that precludes many techniques from Music
Information Retrieval. Finally, models generated using
different viewpoint representations can be directly com-
pared, providing insight in to the specific representa-
tions that are most relevant to the perception of thematic
structure.

To outline how IDyOM can form the basis of a model
of large-scale thematic structural coherence, a compo-
sition with a lot of repeated material will have a low
mean IC for the STM, indicating that it has high thematic
coherence. Thus IDyOM usefully embodies the hypoth-
esised links between repetition, prediction and thematic
coherence. Furthermore, inexact repetitions still have
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some degree of increased predictability by virtue of the
variable-order smoothed Markov modelling of PPMx
implemented in IDyOM (Cleary & Teahan, 1997), the
multiple levels of abstraction provided by the use of
different viewpoint representations, and smoothing IC
within a moving window. Embellishment of repeated
material in accordance with stylistic conventions* can
be accounted for by searching for material possessing a
low IC for the LTM, making it stylistically coherent (with
respect to the corpus), but relatively high IC in the STM,
making it thematically less coherent.

2. The corpus

A corpus was constructed to provide an application
domain for the computational model of thematic struc-
ture.” The spread of this corpus is intended to pro-
vide a broad representative sample of Western-classical
tonal music. Corpus items were included or excluded
subject to certain constraints: the works must be com-
pletely monophonic - starting with melodic structures
avoids the numerous obstacles posed by tracking inter-
relating thematic material through multiple polyphonic
layers; the works must be used in their entirety (or
the entirety of a movement) - the model is intended
to simulate perception of large-scale structure, so the
full structures are required; and, pieces must be of suf-
ficient length that such structures can be considered
unambiguously present. Therefore, melodies were only
included if they contained in excess of one hundred
notes.

The corpus needed for this analysis falls in a some-
what limited area of focus for current digital sym-
bolic music databases; datasets in music perception tend
towards smaller, segmented stimuli, while collections
of full works are largely polyphonic. The monophonic
constraint, in particular, provides a significantly limit-
ing factor in gathering the corpus; works must either be
originally composed this way, or - for the majority -
manipulated to produce a monophonic line. Therefore,
in order to create a corpus of sufficient size and breadth,
manipulations to the original sources have been made
to extract melodic lines. These monophonic extractions,
while certainly not the composers’ original compositions,
still provide melody lines that are comprehensible works
of music on their own and, importantly, retain a large
proportion of their thematic structure.

4 For example, material becoming intensely scalic when approaching a
cadence in a work from the Classical era. Variation not due to this stylis-
tic embellishment could be considered thematic development, taking place
over the course of the piece.

> The corpus, along with information on the individual works, can be found at
osf.io/dg7ms/.

Original scores were gathered primarily from Kern-
Scores® MuseScore,” and the Classical Archives MIDI®
collections. Work selection aimed at providing the broad-
est spread of composition date, balanced with the
considerations of selecting types of piece for which the
process of extracting a melodic line would be appro-
priate. The corpus consists of three categories of com-
position: those (a relatively small number) originally
composed for a single-stave instrument and so already
monophonic in nature; piano works to which a skyline
algorithm (Uitdenbogerd & Zobel, 1998) was applied to
extract the uppermost line; and works for solo instru-
ment with accompaniment - from which the solo was
used and any large gaps were filled by a skyline of the
upper accompanying line. While the skyline algorithm
cannot be guaranteed to always find the optimal melody
line - the melody is not universally in the uppermost
voice - it does provide a robust technique for extract-
ing the vast majority of melodic material. The chance of
these errors occurring is, in part, mitigated by the use of
compositions for monophonic instruments, with or with-
out accompaniment, so giving an indication of where the
primary melodic material is to be found.

It should be noted that, due to the nature of the con-
straints on the curation of the corpus, the database con-
tains some inherent biases. A bias exists towards particu-
lar instrumentations, and so influences towards certain
genres. As a result of the selection process, all works
included were originally composed for either one or two
instruments, no pieces for a larger ensemble are present;
the corpus, therefore, is confined to chamber music
genres.

2.1. Corpus description

The corpus contains 623 works - or self-contained work
movements — with composition dates spanning from
1703 to 1934, encompassing Western styles from Baroque
to Early Twentieth-Century.” The works are distributed
with a mean of 124.6 pieces for each of the five half-
century divisions. The distribution of corpus items by
composition year, length and instrumentation is shown
in Figure 1, alongside the types of instrumentation
requiring different techniques for extracting a mono-
phonic line (further descriptive statistics for the corpus
are given in Table 2).

6 kern.ccarh.org

7 musescore.com

8 classicalarchives.com/midi.html

2 All piece description labels and genre/style classifications are taken from the
International Music Score Library Project.
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Figure 1. Distribution of corpus items by composition year, number of note-events and instrumentation type.

3. The model

The purpose of the computational model is to imple-
ment an integrated collection of hypothesised cognitive
processes that produce a set of quantitative measures
of large-scale thematic coherence, such that the corpus
can be described in a multidimensional space. Within
this space, each item can be defined as a point, repre-
senting the extent to which it possesses various features
of hypothesised importance to the perception of the-
matic structure. To achieve this, the model also needs
to be able to extract potential themes and repeated the-
matic material from the works of the corpus. Each piece
has multiple IDyOM models applied, based on different
training material, viewpoints and LTM/STM configura-
tions. These statistical models are combined and used
to simulate listeners’ perception of repetition and vari-
ation as it varies dynamically throughout listening to a
composition.

An overview of the modelling process is as follows
(and given schematically in Figure 2). The symbolic
music data of the corpus is first used to create an LTM for
each piece, for which the entire corpus, with the exclusion
of the target piece, is used in the training of the model;
this corpus-trained model is used to calculate informa-
tion content for each note-event in the composition. The
process is repeated for each piece in the corpus. Training
on the entirety of the corpus makes these LTMs models of
stylistic structure, generating predictions based on learnt
stylistic conventions.

The training of the LTMs over the whole corpus also
provides the full alphabet covered in that viewpoint rep-
resentation — for example, the complete list of absolute
pitch values or the entire collection of note durations used

in the corpus. Since PPMs produces non-zero probabil-
ities over the entire alphabet defined for the model, IC
is sensitive to alphabet size; by maintaining the use of
these full alphabets in the subsequent creation of mod-
els that are trained on subsets of the corpus, these ICs
are directly comparable between all works for a given
viewpoint.

Short-term models for each piece can then be imple-
mented. Once again, an IC value is generated for each
event, based on the online accumulation of context data
within that composition. These ICs provide a measure
of the unexpectedness of each note, given the preced-
ing context based on a model that learns incrementally
within each composition.

In addition to the extra-opus LTM and intra-opus
STM, a third IDyOM model type is used in this analysis.
Using a theme-detection model based on the STM (see
Figure 2); described fully in Section 3.3, thematic candi-
dates are identified in the compositions. For each com-
position, these thematic candidates are then used as the
training material for new models, one for each candidate
(‘IDyOM theme-trained models’, Figure 2; described in
Section 3.4). These models produce ICs for each note-
event giving the predictability of that event relative to the
chosen thematic parent.

3.1. Viewpoints

As previously mentioned, one of IDyOM’s advantages is
the ability to represent music using different viewpoint
representations. As the present model seeks to tease apart
the musical features that have the most pronounced effect
on perception of thematic structure, six initial viewpoint
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Figure 2. Outline of the statistical model of large-scale thematic structure using the IDyOM framework.

combinations are selected!? that employ different repre-
sentations of musical pitch for the compositions in the
monophonic corpus.

This selection covers different levels of abstraction,
ranging from the exact MIDI chromatic pitch num-
ber (pitch) - unable to account for transpositional
invariance - the interval between these pitches
- that can - and the rather more abstract repre-
sentation of contour - whether the pitch ascends,
descends, or remains the same. To these are added
the chromatic scale-degree of the note, pro-
viding a representation of pitch relative to a tonal
centre. The final two viewpoints used here are the
linked representations of pitch®interval and
interval®scale-degree that assume alphabets
corresponding to the Cartesian product of the alphabets
of their two respective components.

Models generated for this set of viewpoints can be used
in competition with each other, comparing the ability
of each to predict thematic repetition using a series of
metrics generated within the model.

Of course, representations of rhythm undoubtedly
play a part in our perception of thematic structure
in music. However, rhythmic representations of music
behave substantially differently to those of pitch. Specifi-
cally, it is perfectly viable in rhythm to have only a single
note duration (or perhaps a single rhythmic pattern) for
the vast majority of a composition, with the useful struc-
ture lying wholly in the pitch domain.!! The effects of
these isochronous or isorhythmic pieces have the abil-
ity to mask other effects of repetition and structure when
using these rhythmic viewpoints. More generally, for the
styles represented in the corpus, it seems likely that pitch

10 See github.com/mtpearce/idyom/wiki/List-of-viewpoints for a complete
list.
" For example, such as is common in many of the Bach Cello Suites.

structure will tend to be a stronger influence on thematic
structure than rhythmic structure. As a result of these
issues, rhythmic viewpoints are omitted in the main anal-
ysis of this model and instead provided in the Appendix
(see supplementary material).

3.2. Large-scale structure in the STM

Based on the principles of statistical learning, repetitions
of material become more predicable as they occur suc-
cessively. In the IDyOM STM, improved prediction of
these later repetitions will be measurable by a reduced
IC. The online processing of the STM means that all
repeated material is subject to this effect. If material
is repeated a greater number of times, its IC will con-
tinue to drop. Figure 3 displays the IC for each note
using the interval viewpoint in the first movement
of Mozart’s Piano Sonata No. 12, K. 332, serving as an
example. Visually, the prediction set provided by the STM
for this composition contains several prominent areas
of densely populated low-IC (very predictable) events
with a complete absence of more unpredictable material.
These correspond to the exact repetitions of sections in
the movement - the first, between 280 and 558 quarter-
notes from the start of the piece, being the repeat of the
sonata form exposition section — compressing the same
patterns as the first exposition into a lower range of IC.
Across the piece, low-1C repeated material is interspersed
with higher, more unexpected, pitches; however, repeated
thematic material can still be distinguished. The visibly
different section at 559 quarter-notes corresponds to the
start of the development section. Here patterns of the-
matic statements — not necessarily in their exact form -
intersperse regions of more distantly-related material.
Repetition in the STM is undoubtedly obscured by a
large amount of noise; even over the duration of a sin-
gle composition, the model is beginning to learn other
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Figure 3. Information content generated by an interval short-term model predicting each note in Mozart's Piano Sonata No. 12,
K. 332, first movement. The histogram on the right-hand side shows the overall distribution of IC.

statistical regularities present — forming a basis for tonal-
ity and style that are independent of thematic repetition.
Were our perception of thematically salient material to
function solely in this manner, it would take many rep-
etitions of a theme for reliable identification - while
possible, this is not a wholly convincing representation
of our cognitive processes. More likely, this statistical
salience is reinforced by other mechanisms and prior
knowledge of stylistic convention - phrasing, position-
ing, local melodic structure, and others. We assume,
as a first approximation, that these conventions mani-
fest themselves together under the concept of theme, in
a way more imminent and meaningful than mere the-
matic repetition; our perceived salience through repeti-
tion may be bolstered through the identification of one
or more themes, patterns that play a particularly impor-
tant role in perception of thematic structure. In the rather
noisy STM, the identification of a thematic candidate
allows repetitions of derived material to be prominently
predictable.

3.3. Theme-detection model

Computational identification of themes in music is a task
of some difficulty. Methods for repetition detection in
general for symbolic music have been produced for an
array of purposes within the field of Music Informa-
tion Retrieval, and with varying degrees of success (a
summary of this body of research is given in Janssen
et al, 2014, as well as the more recent work of Ren
et al. (2017); Melkonian et al., 2019; Laaksonen & Lem-
strom, 2019). These methods seek to identify repeated
material by searching for matching subsequences — with
either exact or inexact matches — within the string
of a given musical representation, or using ‘geometric’
approaches where melodies are considered as shapes

in a multi-dimensional feature space (classification and
summary given in Janssen et al., 2014). Existing theme
detection methods are themselves derived as specific
cases of string-matching repetition detection; different
selection criteria are used to identify themes from repeti-
tions, often using the longest matching substring or the
most frequent substantial repetition. Explicit methods
for theme detection using the exact matching of sub-
strings are given by Hsu et al. (2001), Meek and Birming-
ham (2001) (with some deviations in rhythm allowed),
Wang et al. (2006), and Karydis et al. (2007). Approx-
imate matching methods also exist that find themes
based on repeated similar material, such as Uitdenbogerd
and Zobel (1999) that uses edit distance based similarity
measures.

All of these methods, however, operate in a manner
contrary to that needed for our model of large-scale the-
matic structure - they first identify repetitions through-
out a composition, then select the most likely theme.
For a cognitive model simulating perception of thematic
material on first listening, detection of themes must pre-
cede detection of thematic repetitions and both must be
achieved dynamically on a single passing of the compo-
sition. As it is beyond their original scope, MIR theme
detection methods have additional limitations for use in
a cognitive model - many only consider finding a sin-
gle primary theme for each composition in which many
may exist, and there is also a significant difficulty in
determining a theme’s length.

The IDyOM STM can be employed to find poten-
tial themes - or thematic candidates - in this incre-
mental online manner, avoiding the need for exact rep-
etition matching. While the level of definition in the
STM is not, in practice, great enough to allow for direct
identification of thematically-derived material (as exem-
plified above), it can clearly identify the locations of
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Figure 4. Theme detection for Mozart K. 332, movt. 1, exposition. Four onsets are identified at 0, 60, 121 and 253 quarter-notes, based
on the interval IDyOM STM-ICs. Thematic candidates are identified by phrase mean ICs being greater than a threshold of a half
standard deviation above the cumulative mean (sub-plot 2), and having a difference in phrase minimums greater than one standard

deviation (sub-plot 3).

multiple new thematic candidates by the presence of sud-
den increases in information content. If a composition
were to contain a single thematic candidate — presented
at the beginning - from which all subsequent material
derives in some way, the STM would show a decrease in
overall IC as the piece progressed. The introduction of a
subsequent new thematic candidate in the composition
would present unrelated, and so unpredictable, material
- causing an increase in IC (see Figure 4 below).

In order to give some estimation as to the length of
a thematic candidate, it is useful to take into account
the sequential grouping of material in music percep-
tion. Here, grouping boundaries between phrases are
identified using Temperley’s (2001) Grouper.'? Grouper
segments a melody according to three Phrase Structure
Preference Rules (PSPRs) (Temperley, 2001, pp. 68-71):
the gap rule, PSPR 1, tries to locate boundaries at large
IOIs or large offset-onset intervals; the phrase length
rule, PSPR 2, favours phrases that are close to a prede-
termined length — here, ten notes;'®> and the metrical
parallelism rule, PSPR 3, favours boundaries occurring
on the same position within a bar. Although it has been
demonstrated that IDyOM can be extended to provide a
probabilistic method of boundary segmentation (Pearce,

2 Implementation, as used here, available through The Melisma
Music  Analyzer ~ (Sleator & Temperley, 2003) accessible at
www.link.cs.cmu.edu/music-analysis/.

'3 This value was arrived at by Temperley through an optimisation of the
algorithm to an annotated subset of the Essen Folk Song Collection (Tem-
perley, 2001, p. 74).

Miillensiefen et al., 2010), Grouper continues to be one of
the best performing and most robust methods available
(Cenkerova et al., 2018). Its relative simplicity allows for
it to be adapted and implemented incrementally note-by-
note - rather than offline, as originally intended — with
little adverse effect.

The theme-detection model defines thematic can-
didates based on sequential comparisons of Grouper-
segmented phrases to the cumulative body of all preced-
ing material. The first event in the piece is considered an
implicit beginning of a thematic candidate. Otherwise, a
candidate is declared at the start of a phrase if: (1) the
mean IC of the phrase is greater than the cumulative
mean of the preceding material by at least one-half the
standard deviation; and (2) there is a complete absence of
low-IC material in the STM, indicated by the phrase min-
imum IC (i.e. the note with the lowest IC in the phrase)
rising by more than one cumulative standard deviation
over the minimum of the preceding phrase. The values of
these thresholds are chosen with the intention of provid-
ing a robust identification of significantly novel material
within all compositions. Figure 4 illustrates this process
in the detection of thematic candidates in the Mozart
K. 332 movement’s exposition section, where, in this
instance, all the detected candidates lie. Four thematic
candidates are identified with onsets at 0, 60, 121 and 253
quarter-notes.

The precise length of thematic candidates, once a start
point is detected, is still unknown. Using the phrase


http://www.link.cs.cmu.edu/music-analysis/

JOURNAL OF NEW MUSIC RESEARCH (&) 229

/—\
QI‘) T % % le S e — f N f
123 el? efe | [T 1] af | P o | |
i i — i o~ &
e) 21 3] 4 5 G f AN
VI 1 P S
| N P -
) L= — —F . T ud il
ROk 21l © ? 22-I © JL 23 I' — gz I I 25
® L &5
S S —
3 <1 @ ?q o
(/777771 7 - - i
ANV 14 14 14 — —— 711 i
[3) 42 Ty g
—
) = = _—, ., ?
—— o < 11 T yi ' %
4(91' </ </ L f & I
® 86 1 =~ 87 88
e) — ~

Figure 5. Extracted thematic candidates from Mozart K. 332, first movement.

boundary segmentation, this length can be considered
something of a free parameter, defined in terms of a given
number of phrases. A length of two phrases, for example,
functions well to account for the antecedent/consequent
phrase pattern in much music of the Classical period and
is used in the present analysis. To limit the number of
models, theme detection is run using the interval
(transposition insensitive) viewpoint. Thematic candi-
dates are returned as symbolically notated fragments,
used in the training of a new set of statistical models for
the composition.

It should be stressed that the thematic candidates
extracted by the model do not necessarily possess all
the properties traditionally associated with the concept
of theme in music analysis. True themes possess addi-
tional perceptual salience. In many cases this salience
may occur through the repetition of the theme’s mate-
rial, but also through other influences - such as form,
where there is often a strong tonal element not covered
at all here. This model is not, therefore, intended as a
tool by which a new analysis can be performed. The-
matic candidates here should be considered simply as
regions within the piece at which novel material is intro-
duced. The extent to which thematic candidates actually
contribute to the model’s output — and are likely to be
considered as actual themes - is determined through the
identification of repetition of their material.

The four, two-phrase thematic candidates extracted
from the example K. 332 movement are shown in
Figure 5. As with many of the opening movements of
Mozart piano sonatas, copious analyses for this work

exist belonging to numerous different schools (Allan-
brook, 1992; Beach, 1994; Beghin, 2014; Caplin, 2001;
Galand, 2014; Hatten, 2014; Hepokoski & Darcy, 2006;
Irving, 2010; Kinderman, 2006; Rumph, 2014; Schenker,
1994).1* It is perhaps unusual in that it contains
more unique thematic material than may otherwise be
expected in a sonata form exposition, and, although a
direct alignment with any of these is not intended, the
comparison below of the extracted thematic candidates
to those identified by music theorists provides a concrete
illustration of how the theme-detection model performs.

A brief summary of a generic traditional analysis of
this sonata form exposition section could be as follows:
there is an opening theme that (slightly unusually) is
three phrases long (bars 1-12); this is followed by a new
thematic idea (bars 13-22) in the second half of this first
thematic group (Beach, 1994); a dramatically different
transition passage in bars 23-40 occurs in the relative
minor (Kinderman, 2006, p. 52); then the second the-
matic group is presented in the dominant (bars 41-48)
- variations of this material alternate with darker synco-
pated passages (bars 56-66) until the closing codetta of
the exposition in bars 86-93 (Kinderman, 2006, p. 52).
In the model’s detection of thematic candidates, we can
see, in Figure 4, that many of these inner thematic ideas
within the wider groups are not found to be distinct
enough for separate classification (at least in part due
to many of their distinguishing features being lost in
the removal of texture, harmony and rhythm). Instead,

14 1t has become a particular favourite for analyses of topic theory.
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what we have (in Figure 5) is (1) the opening theme;
(2) the start of the transition section, prepended by a
small amount of material leading into it;'> (3) the second
subject; and (4) material leading into, and the begin-
ning of, the codetta. After the initial theme, the thematic
candidate of the transition section is found to be highly
prominent, even more so than the second subject which
only just qualifies above the threshold for mean IC. The
codetta material is perhaps a slightly spurious classifica-
tion - the material is novel for the STM but it might be
considered to contain purely stylistic content that is not
directly relevant to thematic organisation.

When compared to the traditional analyses, these the-
matic candidates do not completely cover all the themes
of the original. In particular, the second theme in the first
thematic group (bars 13-22) is not identified; the pitch
content of these phrases is not sufficiently novel for a
candidate to be detected. However, using the counterpart
rhythmic theme detection in the Appendix (see supple-
mentary material), a candidate is located at this position
in the music.

3.4. Repetition-detection model

By pre-training an IDyOM model on the data for a single
thematic candidate (the TDyOM theme-trained mod-
els’ in Figure 2), a model can be created to provide a
predictive probability for each note, based on the the-
matic candidate (‘thematic predictions’, Figure 2); the
noise in the STM is effectively removed as the models
are not incrementally updated with every new note in the
piece. Where multiple thematic candidates are identified,
an IDyOM theme-trained model is constructed for each
one, beginning at its onset, creating separate models for
each candidate. Figure 6 shows the note information con-
tents generated for the first movement of Mozart K. 332
when a model is trained on each of the four thematic
candidates extracted (shown in Figure 5). The resulting
note ICs need to be classified as to whether or not they
constitute thematically-derived repetitions (or ‘motivic’
material). Once again, this process needs to function
incrementally within the work’s progression.

Models generated in this way have the property of
producing clearly stratified ICs, reflected in a degree of
bi-modality in their distribution (as can be seen in the
distribution histograms of Figure 6). Each note’s IC val-
ues can be considered as either belonging to a lower-IC
thematic distribution, or to the high-IC distribution of

15 This premature thematic-candidate identification can likely be attributed
to a small difference in phrase boundary placement by Grouper, when com-
pared those made in the analyses described above. Inclusion of the Ct (bar
22, beat 3) in the preceding phrase, rather than the following, alters the
phrase in which novel pitch content occurs.

the remainder. This bi-modality holds for compositions
where the two distributions are far less distinct.

To perform this classification, clustering with Gaus-
sian Mixture Models (GMM) is applied to the distri-
butions (Reynolds, 2009). Two Gaussians are fitted to
the IC data using expectation-maximisation (Dempster
et al., 1977). The starting parameters of the GMM are
calculated so that the intended distributions are iden-
tified - for example, so that the two Gaussians avoid
favouring some other multimodal components in the
remainder distribution, or at other local minima - and
to ensure consistent results. To provide the best chance of
finding the correct thematic distribution and the remain-
der, starting means of the lowest value and the median
(respectively) are used. Gaussians are initially equally
weighted and the standard deviation of the remainder is
specified as double that of the thematic. This clustering
for the model trained on the first thematic candidate of
K. 332 is illustrated in Figure 7. After the initial occur-
rence of a thematic candidate, for which the question
of thematic association is not needed, this GMM can
categorise each note as thematic or remainder (i.e. non-
thematic) based on the cumulative previous distribution,
updated at the phrase level — shown in Figure 6 for all
four thematic candidates identified in the first movement
of Mozart K. 332.

The categorisation of thematic material on an individ-
ual note basis, as described above, provides rather a harsh
and exacting process; the local context of each note is not
taken into account and the resulting material extracted is
highly fragmented. Performing the same operation again
with smoothing on a phrase-based level allows larger -
still low-IC and salient — sections to be extracted, follow-
ing perceived sequential groupings of material, providing
a larger-scale output more akin to motifs. For this pur-
pose, Temperley’s Grouper is once more applied. The
threshold IC is still computed on the note-event level; the
mean IC for each phrase is then categorised based on this

threshold.

3.4.1. Compression distance

The repetitions of thematic candidates identified by
the repetition-detection model can be used to simulate
the degree of intra-opus variation of thematic mate-
rial. A computational measure of similarity between
each phrase categorised as being thematic and its par-
ent thematic candidate can describe how much varia-
tion thematic material undergoes. As with all the steps
of this model so far described, the similarity metric
should be well-motivated in terms of representing actual
cognitive processes. We use an information-theoretic
measure of compression distance which has shown
promise in simulating perceived melodic similarity
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Figure 6. Prediction sets and their distributions for the four theme-trained models of Mozart K. 332 movt. 1. A thematic threshold is
generated by an incrementally updated GMM at the phrase level — material below this boundary is classified as thematic.
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Table 1. Model-derived measures of large-scale thematic structure, subdivided into general features, measures relating to theme, and

measures relating to subsequent repeated thematic material.

Measure Description Model Components
Work: Year Year of Composition Corpus
Length Number of note-events in a composition Corpus
Theme: Number of Themes The number of themes detected Themes
Length of Themes Mean number of note-events for detected themes Themes

Strength of Theme Prominence

Difference in mean STM-IC between the first phrase of a

Themes; Piece Models

detected theme and the mean IC of all preceding notes

Stylistic Predictability of Theme
Amount of Thematic Repetition
Degree of Variation

Repetition:

Stylistic Predictability of Thematic
Material
Thematic/Stylistic Balance
than the LTM

Mean LTM-IC for the detected themes

Proportion of notes classified as thematic

Mean compression distance between each thematic phrase
and its parent theme

Mean LTM-IC for each thematic note

Proportion of thematic notes that have lower IC for the STM

Themes; Style Models

Repetitions

Themes; Repetitions (phrases);
Compression Distance

Style Models; Repetitions (events)

Style Models; Piece Models; Repetitions
(events)

(Pearce & Miillensiefen, 2017). A similarity metric based
on normalised compression distance was introduced by
Lietal. (2003). The dissimilarity between two sequences,
x and y is a function of the predictability (or compressed
length) of one sequence given a model trained on the
other. Pearce and Miillensiefen (2017) employ IDyOM
to estimate dissimilarity between two musical sequences
as the average IC of the notes making up one sequence,
given a model trained on the other sequence. In the
same way, the dissimilarity between an identified the-
matic fragment and its parent thematic candidate can be
modelled as the sum total of the ICs for each note in
the thematic fragment given the IDyOM model trained
on the parent thematic candidate. The sum of the ICs is
then normalised with respect to the longest sequence —
the candidate. This asymmetric measure of compression
distance is appropriate given that we are only concerned
with the amount of variation moving forward through
the composition.

3.5. Measures of thematic coherence

The model of large-scale thematic structure described
above extracts thematic candidates and thematic repeti-
tions for the compositions making up the corpus. Here
we are particularly interested in using this model to
produce quantitative measures of large-scale thematic
coherence. By applying the model to the corpus, we can
describe quantitatively how real musical compositions
differ in a number of key dimensions relating to large-
scale thematic structure. These dimensions — or measures
- belong to three categories: (1) two concerning gen-
eral features of the compositions - year of composition
and length; (2) four describing features of a composi-
tion’s thematic candidates (as detected by the model); and
(3) four describing the properties of repeated thematic
material (again, as detected by the model). The measures
are further described in Table 1. Of these measures, we

are primarily interested in those directly arising from
repetition — particularly amount of repetition, degree
of variation and stylistic predictability - as the main
parameters influencing structural coherence.

4. The analysis

Our model is founded in the idea that repetition is the
principal enabler for large-scale structural coherence in
music. More specifically, according to the probabilistic
conception of music espoused here, through learning,
this repetition increases the intra-opus predictability of
a composition, giving rise to perceived coherence. Rep-
etition of thematic material strengthens its salience -
the more material is repeated, the greater its perceived
prominence. By following stylistic or work-specific struc-
tural regularities, such repetitions can undergo embel-
lishment and variation and still reinforce future predic-
tions. The purpose of the analysis below is to examine the
ways in which the measures defined contribute to system-
atic variation of thematic structure within the corpus.

4.1. Viewpoint performance

For the majority of the measures, there is also the added
dimension of viewpoint representation. The IDyOM
long-term, short-term and theme-trained models were
all produced for each of the six chosen representations
of musical pitch (see Section 3.1). While it is acknowl-
edged that - as listeners — we likely use a combination
of multiple different representations of music at any one
time, the precise way in which these representations are
weighted and combined is unknown. Given this, and the
fact that the different pitch representations show a degree
of overlap in their representation of musical structure,
and for conciseness in exploring the multidimensional set
of measures, a single representation is selected for further
analysis.
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Table 2. Results for measures of large-scale thematic structure and their correlations. Pearson’s r, n = 623.

M SD 1 2 3 4 5 6 7 8 9
1. Year 1809.50 49.03 -
2. Length(note events) 801.94 562.04 .05 -
3. Number of Themes 2.48 1.98 13 .70 -
4. Length of Themes(note events) 17.01 3.51 -1 -.19 -29 -
5. Strength of Theme Prominence(bits) 1.85 .86 -.07 -.09 -29 -13 -
6. Stylistic Predictability of Theme(bits) 3.64 64 24 .03 14 -.20 .26 -
7. Amount of Thematic Repetition(prop.) 42 18 .08 19 39 -.05 -.26 -14 -
8. Degree of Variation(bits) .64 28 17 44 A48 -24 -29 .07 .64 -
9. Stylistic Predictability of Material(bits) 2.91 54 27 -1 .03 .02 .10 .67 -.18 .00 -
10. Thematic Balance(prop.) .65 12 .04 22 .01 .03 40 13 -.10 -17 26

There is no inherent method by which to select the
best-performing viewpoints for the model. However, a
comparison with respect to features produced by the
model sheds some light on the representations of music
that might facilitate perception of thematic coherence.
Therefore, in the absence of more explicit criteria, a com-
parison of the amount of repetition detected with each
pitch viewpoint reveals that the interval viewpoint
captures the highest proportion of thematic material,
averaged across the corpus (see Figure 8).

4.2. Results

For the selected pitch viewpoint of interval, sum-
mary statistics of the measures of thematic coherence and
their respective pairwise correlations are given in Table 2.
Measures derived directly from information content val-
ues — namely stylistic predictability of theme and stylis-
tic predictability of thematic material — have a scale

that is lower for greater predictability/expectedness. For
strength of theme prominence, higher values indicate
more prominent thematic candidates in the short-term
model. The compression distance measure of degree
of variation gives a lower score when material is more
closely related.

Due to the nature of how they are calculated, not
all measures are completely independent of each other.
For those correlations with a coeflicient greater than
0.5 (shown in Table 2 in bold): length and number of
themes are highly correlated - if a composition is longer,
thematic-candidate extraction is more likely to identify a
greater number of candidates; stylistic predictability of
theme and stylistic predictability of thematic material
are both derived from the same LTM with the former lim-
ited just to the parent thematic candidate(s) and the latter
calculated for thematic material identified by the repeti-
tion model as being related to the parent candidates; and
amount of thematic repetition and degree of variation
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- in works where there is a greater amount of repetition,
there is an increased opportunity for repetitions to be
embellished further from their original.'®

The choice and definition of these measures largely
arise from the probabilistic model constructed above.
The relative importance of these measures in actually
explaining the variance of structure observed in the
corpus needs to be established. This variation can be
explored in greater depth by performing Principal Com-
ponent Analysis and Independent Component Analy-
sis, as dimensionality reduction and importance explo-
ration techniques, on the set of measures applied to the
corpus.

4.2.1. Principal component analysis

Principal Component Analysis (PCA) allows us to geo-
metrically reduce the original measures into a smaller
set of orthogonal components (Abdi & Williams, 2010).
These new components consist of linear combinations of
the original measures, attempting to account for the max-
imum amount of variance in the structure of the data by
the smallest number of components. While the output

16 There is no corresponding correlation between length and amount of
thematic repetition, as there is with thematic candidates, because the
latter is computed as a proportion of composition length.

components do not correspond directly to the input mea-
sures, performing a PCA with equal numbers of each will
produce components that account for all variance, and -
importantly for its use here — the proportion of explained
variance for which each component is responsible. The
ordering of the principal components is such that the
first accounts for the largest proportion of variation in the
set, the next attempts to explain additional variance while
remaining orthogonal to the first.

The purpose of using PCA in the present analysis is
to assess the importance of each of the ten measures of
thematic structure in terms of accounting for variance in
the corpus. Figure 9 shows the output of the PCA for the
ten input measures using a model configured with the
interval viewpoint. The first six components alone
account for 88% of the total variance. The inner weight-
ings of measures for each component are also given.
Direction of weighting is determined by the nature of
the model measure; for those based on information con-
tents from the long-term, short-term and theme-trained
model, lower values correspond with greater predictabil-
ity, and for those based on compression distance, lower
values imply less variation of material.

The first component is dominated by four measures
with positive weights — length, number of themes,



amount of thematic repetition and degree of variation.
Based on this first component, and the significant cor-
relations discussed for Table 2, the biggest differences in
thematic structure between pieces in the corpus can be
attributed to variation in the number of thematic candi-
dates (which is constrained by the length of the piece),
amount of thematically repeated material (normalised
against the effects of length) and how much that material
is varied within the piece.

The second principal component is dominated by
measures in which stylistic congruence has the great-
est influence - stylistic predictability of theme, stylistic
predictability of thematic material and thematic bal-
ance (lower, favouring the LTM). The third principal
component is more weakly associated with measures of
the intra-opus models. Component four is dominated by
length of themes, five contains less prominent combina-
tions of how stylistically novel a thematic candidate is and
how much its material is repeated, and six is accounted
for by variation in year.

The results of this PCA indicate a strong influence of
three of the measures that we are particularly interested
in — amount of thematic repetition, degree of variation
and stylistic predictability of thematic material - with
the first two appearing in the first component and the lat-
ter in the second. Overall, the PCA provides insight into
the relative importance of the model-generated measures
in explaining inherent variation in thematic structure
within the corpus. However, we still know little about
the relations between them. An Independent Compo-
nent Analysis is employed to examine their indepen-
dence by isolating ‘noise’ within each measure from the
others.

4.2.2. Independent component analysis

Independent Component Analysis (ICA) can be con-
sidered an extension of the previous Principal Com-
ponent Analysis — instead of optimising components
according to first- and second-order statistics in the
covariance matrix, for an ICA higher-order statistics
(such as kurtosis) are optimised (Tharwat, 2018). PCA
finds orthogonal uncorrelated components that account
for the most variance in the data, ICA finds statisti-
cally independent components that are not necessarily
orthogonal. When the number of components matches
the number of input features, ICA will effectively try
to extract ‘original’ sources from the multivariate fea-
tures — attempting to minimise the mutual information
between components. ICA first performs ‘whitening’ of
the data, so that it is centred and uncorrelated. Whitened
data is then rotated so as to minimise Gaussianity
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in all dimensions, resulting in statistically independent
components.!”

When applied to the corpus-generated measures, an
ICA has the effect of isolating a component for each mea-
sure, in which any of the ‘noise’ related to other measures
is effectively removed. In this analysis, the ordering of
components is without meaning and there is no ordering
the relative weight of each component in accounting for
the data. The ICA mixings for each component are used
to indicate how much each input measure influences each
independent component, as shown in Figure 10. Mix-
ing direction shows the direction in which the measure
influences each component.

Five of the statistically independent components
produced have only one main contributor, indicat-
ing that they are ‘noise-free’ with limited interaction
with any of the other measures. These are: (1) length,
(2) length of themes, (3) stylistic predictability of
theme, (5) strength of theme prominence, and (6) year
(although this latter is not quite as independent as
the others). Number of themes maintains its connec-
tion with composition length but with some degree of
independence in component four. Component seven
strongly links together amount of thematic repetition
and degree of variation. Components eight and nine are
both influenced by stylistic predictability of thematic
material, with thematic balance only having a relatively
small influence in any component.

Aside from knowing that several of our measures are
independent of all others, the case of the connection
between amount of thematic repetition and degree of
variation suggests that if there is more repetition within a
work, it tends to undergo embellishment and variation (at
least in the case of pitch and for the works in this corpus).

4.2.3. Example pieces

The performance of the model in capturing appropriate
structural variation can be illustrated by example compo-
sitions taken from the extremes of the measures amount
of thematic repetition, degree of variation and stylistic
predictability of thematic material. Based on the under-
lying hypotheses of the model, these three measures are
of particular importance in capturing the effects of large-
scale thematic structure; they are also found to be the
repetition-based measures that account for most variance
in the PCA. The five works at the extremes of each of
these measures are listed in Table 3.

7 Due to the Central Limit Theorem — the sum of independent random
variables will fit the normal distribution more closely than the parent
distributions.
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Figure 10. Independent Component Analysis — mixings for model measures ten output components.

The greater extreme end of the amount of thematic
repetition measure can be characterised well by the
bourrée of Bach Cello Suite No. 4 (one of the shortest
works in the dataset), that contains two detected the-
matic candidates and several exact repetitions of them,
and the far more substantial Schubert Impromptu, in
which seven thematic candidates are detected, each of
which is repeated frequently and exactly. Such pieces
have clear statements of theme - produced by fairly rigid
structural blocks, between which there is little sharing
of material — and highly frequent repetition of material
with little variation. Works at the lower end of the scale
have little repeated material detected. For some compo-
sitions, this lack of repeated thematic material may be a
feature of their style; for example, the ‘impressionistic’
compositional style used by Debussy in the Arabesque
frequently introduces thematic material, not necessar-
ily closely related to that preceding it, and revisits little

(Potter, 2003, p. 144; Grout et al., 2010, p. 792). In other
cases, this may be due to the loss of information that
occurs from the necessary monophonic manipulation
of compositions - for example, affecting the Beethoven
Piano Sonata.

Degree of variation captures how far repeated mate-
rial within a piece strays from the original thematic can-
didates. A continuation of the effects of simple theme-
statement and exact repetition pieces is also seen here
- little actual variation of material occurs. At the end of
greater variation, these are, for the most part, pieces that
contain substantial development sections, giving greater
opportunity to embellish upon previously stated themes,
and those of a more fantasy-like composition style.

The works that have the lowest values for stylistic pre-
dictability of thematic material, and so are the most
stylistically predictable or congruent, are those whose
repeated material mostly follows the conventions of style,
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Table 3. Example works from the extremes (top and bottom five) of amount of thematic repetition, degree of variation and stylistic
predictability of thematic material using the interval representation.

Work Movt. Composer Year® Length Value
Amount of Thematic Repetition: as a proportion
String Quartet in C major, Op.50 No.2 2 Haydn, Joseph 1787 417 .060
Deux Arabesques, L.66 1 Debussy, Claude 1890 615 074
Piano Sonata No.29, Op.106 3 Beethoven, Ludwig van 1817 1259 .083
String Quartet in E-flat major, Op.76 No.6 1 Haydn, Joseph 1796 372 .083
Recorder Sonata in F major, HWV 369 2 Handel, George Frideric 1712 574 .087
String Quartet in E-flat major, Op.33 No.2 4 Haydn, Joseph 1781 758 .840
Violin Sonata No.3, Op.45 1 Grieg, Edvard 1887 1239 847
String Quartet in D major, Op.71 No.2 4 Haydn, Joseph 1793 731 .851
Vier Impromptus, D.899 1 Schubert, Franz 1827 1197 .855
Cello Suite No.4, BWV 1010 6 Bach, Johann Sebastian 1717 104 .894
Degree of Variation: in information content bits
Cello Suite No.1, BWV 1007 1 Bach, Johann Sebastian 1717 654 294
String Quartet in B-flat major, Op.1 No.1 1 Haydn, Joseph 1757 302 .296
Piano Sonata No.29, Op.106 3 Beethoven, Ludwig van 1817 1259 .300
Ballade, Op.24 - Grieg, Edvard 1900 2524 .301
Violin Sonata No.2 in A major, Op.12 2 Beethoven, Ludwig van 1797 400 .301
Piano Sonata in C minor, D.958 4 Schubert, Franz 1828 2583 1.277
Cello Sonata, Op.5 No.1 2 Beethoven, Ludwig van 1796 2178 1.286
Legends, Op.59 6 Dvorék, Antonin 1881 472 1.307
Violin Sonata No.1 in D major, Op.12 1 Beethoven, Ludwig van 1797 1644 1.340
Piano Sonata No.23, Op.57 1 Beethoven, Ludwig van 1804 2212 1.464
Stylistic Predictability of Material: in information content bits
Piano Sonata No.13, Op.27 No.1 3 Beethoven, Ludwig van 1800 226 1.544
Piano Sonata No.12, Op.26 3 Beethoven, Ludwig van 1800 443 1.632
Etudes, Op.10 2 Chopin, Frédéric 1829 766 1.757
14 Bagatelles, Op.6 14 Bartdk, Béla 1908 647 1.788
String Quartet in C major, Op.33 No.3 4 Haydn, Joseph 1781 636 1.818
Cello Suite No.5, BWV 1011 4 Bach, Johann Sebastian 1717 216 4.561
Cello Suite No.1, BWV 1007 6 Bach, Johann Sebastian 1717 252 4,743
Piano Sonata, Op.7 4 Grieg, Edvard 1865 1360 5.298
6 Klavierstticke, Op.118 1 Brahms, Johannes 1893 224 5.307
5 Morceaux de fantaisie, Op.3 2 Rachmaninoff, Sergei 1892 459 5.387

@Where only a range of composition dates are known, earliest years in range are given.

as taken from the corpus.!® This is illustrated very clearly
in the Chopin Etude - a composition that almost entirely
consists of chromatic scale passages. At the opposite end
of this measure, works are all still tonal (as is all the cor-
pus) - possibly the biggest factor of style in the model -
and it does not necessarily follow that the entire composi-
tions themselves are stylistically unpredictable, it is sim-
ply that the thematic material and its derived repetitions
are stylistically novel in the context of the corpus.

5. Limitations and future directions

As a computational account of the real-world percep-
tion of large-scale thematic musical structure, this model

'8 The Bartdk Bagatelle may seem to be something of an anomaly in this
high stylistic predictability category as it is one of the compositions in the
corpus that strays furthest from tonality. However, for the purpose of com-
pleteness it is included in this list. Its appearance can be accounted for by
three reasons: (1) due to the skylining process, a fair proportion of stylisti-
cally unconventional material is lost — opposing pitch classes are often used
simultaneously in the two hands; (2) the resulting main thematic candidate
detected is relatively stylistically predictable; and (3) it has a low level of
repeated material detected which undergoes little variation, meaning all
thematic material detected is still predictable.

does posses some limitations. For the most part, these
limitations are brought about through the necessity to
reduce the processes involved to a form that is tractable
with the methods in existence, and to avoid unjustified
assumptions about cognitive processes for which empir-
ical evidence is lacking. The model is, of course, a sim-
plification of human perception and cognition, and of its
parallels in music theory and analysis. The limitations
faced by this model can be broadly attributed to three
areas: (1) constraints on the types of musical informa-
tion the model deals with - particularly the monophonic
constraint discussed in Section 2; (2) limitations on the
ways in which music can be represented, and how mul-
tiple such representations can be validly combined; and
(3) limitations resulting from the selection of parameters
within the model and its constituent components. While
some of these limitations contribute to the occasional
spurious identification of - for example - thematic candi-
dates, these appear to be exceptions rather than the rule.
Furthermore, these limitations all have potential reme-
dies that are possible with future research; with empirical
testing, the validity of additional computational methods
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can be ascertained, addressing the gaps presented here.
This section discusses the limitations of the model, their
impact on the model in its current form, and the ways in
which they can be addressed in the future.

The monophonic constraint imposed on the corpus in
this paper (see Section 2 reduces all the model’s input
to melodic content only. This constraint leads to a loss
of information - particularly when compared with the
original works from which the melodies were extracted.
For example, in the earlier example of the Mozart Piano
Sonata in Sections 3.3 and 3.4, some occurrences of
themes in traditional analyses rely on harmonic or caden-
tial cues that are not present in the melody. However,
we caution that, while illustrative, the melody should
not be considered as being directly the same work as
the original composition from which it was extracted.
Instead, we maintain that these melodies can function
as compositions in their own right, with different audi-
tory information available. This constraint is currently
needed to avoid the complications of processing the-
matic material in many polyphonic layers. For example,
cognitive models of phrase boundary detection (such
as Grouper) are currently limited to melody. To tackle
this constraint, firstly, accurate modelling of auditory
streams is needed to extract all perceptually salient voices
from the polyphonic texture!® and, secondly, cognitively
valid methods need to be developed to apply probabilis-
tic modelling, theme detection and repetition detection
to multiple voices. These are currently significant unre-
solved research challenges in their own right, and since
there are multiple possibilities for such approaches, it is
imperative that candidate methods are psychologically
evaluated.

For this model, as with many symbolic models of
music, limitations also stem from how the music can be
meaningfully represented; in particular, how to represent
and combine the separate domains of pitch and rhythm.
For the main analysis, in which only pitch (interval)
is used, it may be assumed that there is some loss of
information from the rhythmic domain. In the exam-
ple of Section 3.3, certain themes identified in traditional
analyses that do not feature in the list of thematic candi-
dates may not have been identified due to their novelty
only substantially existing in the rhythmic domain. The
Appendix (see supplementary material) provides a com-
panion analysis using rhythmic representations, in which
additional thematic candidates are identified in the expo-
sition of this example piece. However, as musical compo-
sitions can be, and often are, rhythmically isochronous
- which limits the utility of the rhythmic modelling -

19 Multiple successful models of voice separation have been designed, how-
ever, further research is needed to investigate the extent to which such
voices are perceptible to listeners. (Cambouropoulos, 2008; Sauvé, 2018)

the combination of the two domains with equal weight-
ing would still propagate this issue. The route for com-
bination likely exists in some selection by listeners of
the appropriate representations for each piece of music,
including rhythmic representations and excluding (or
down-weighting) them for others. The exact nature of
this mechanism requires further development and exper-
imental exploration.

Finally, in order for the model to make classifications
on phrase boundaries, thematic candidates and thematic
repetitions, the model requires certain conditions to be
met. These conditions exist as free parameters within the
model - for example, the number of phrases that are
extracted to make up a theme. While values for these
parameters are informed by theory or statistics, the true
optimum will vary between compositions, styles and lis-
teners. As a result, these mechanisms can miss or misclas-
sify their elements on certain occasions. For example, the
phrase boundaries identified by the Grouper algorithm
(Temperley, 2001) may differ from those perceived by
a listener, or a theme may not be identified due to it
narrowly missing the novelty criteria (as can be seen in
Figures Al and A2 of the Appendix). The only remedy
for this is through repeated evaluation of both the model
as a whole, and its components, against the behaviour
of listeners. In particular, research is needed into listen-
ers’ perceptions of theme - an area where there is little
experimental research.

6. Conclusion

We have presented a statistical model of large-scale the-
matic structure in music, based on the underlying theory
that the perception of such structures is facilitated by the
repetition, and variation, of material within a composi-
tion. While structure is considered important in music
theory and in theoretical models of music cognition, past
psychological work in search of the effects of large-scale
coherence has often proved inconclusive. The statisti-
cal model is presented as the beginnings of a concrete
specification of the cognitive processes involved in the
perception of large-scale thematic coherence. The model
expresses explicitly a plausible computational account of
how large-scale thematic structure might be perceived
and allows us to derive a set of formal, quantitative mea-
sures of thematic structure.

The model uses the IDyOM framework to create
extra-opus models of style - in which the whole corpus
is used to calculate the unexpectedness of the notes in
each piece, given the context - intra-opus models of piece
interrelatedness — where the training context is provided
online as a piece progresses — and theme models trained
on the extracted thematic candidates of a composition.



Not only does this model provide novel techniques for
extracting thematic candidates and thematic repetitions
(or motifs) from a composition, it also produces a multi-
dimensional set of measures, with which the variation of
structurally important elements present in music can be
captured.

To investigate the behaviour of the model, a corpus of
623 monophonic Western-Classical works was gathered,
within which there is variation of large-scale structure.
The analysis of the model was intended to explore the
extent to which the quantitative measures of large-scale
coherence can account for variation within the corpus.
To do so, principal component and independent com-
ponent analyses were used to understand the nature of
the multiple dimensions produced. This resulted in the
identification of three measures that show both inde-
pendence from the others and importance in terms of
accounting for large proportions of variance in the cor-
pus: amount of thematic repetition, degree of variation
and stylistic predictability of thematic material. Exam-
ple compositions from the extremes of these three mea-
sures were assessed to further illustrate the properties of
this variation.

The results of this model analysis are in many ways, at
present, rather open-ended, given the lack of an appro-
priate ‘ground-truth’ against which the model’s accuracy
can be judged. Therefore, full testing of the model as
an accurate simulation of cognitive processes underlying
the perception of structural coherence requires further
empirical research with human listeners. This empirical
work first needs to find variation in the corresponding
behavioural equivalents of the quantitative measures gen-
erated by the model. As noted above, we view the current
model very much as a first step and envisage a process
in which its various components are iteratively tested
against empirical data and revised or extended accord-
ingly (Desain et al., 1998). Ultimately, the utility of the
model (and the underlying theory of thematic coherence)
will be tested by its ability to advance knowledge where
past studies have not - both to account for listeners’
overall perception of coherence of a piece of music, and
to provide detailed understanding about the large-scale
structures that may, or may not, facilitate this perceived
coherence.

The model is based on several underlying cognitive
mechanisms that are hypothesised to allow the percep-
tion of large-scale thematic coherence, each correspond-
ing to an individual modelling process (outline given in
Figure 2). With this model, we can avoid some of the dif-
ficulties faced by past researchers and instead form a set
of specific psychological hypotheses: (1) that the material
most repeated is the most salient; (2) that salience arising
from repetitions affirms structural coherence - through
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the re-enforcement of statistical models of intra-opus
structure; and (3) that repeated material does not have
to be exact to achieve coherence, since variations accord-
ing to extra-opus style and intra-opus development may
be present. Testing these hypotheses may shed light on
the psychological mechanisms involved when listeners
perceive large-scale thematic structures in music.
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